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Abstract—As binary code is storage efficient and fast to compute,
it has become a trend to compact real-valued data to binary codes
for the nearest neighbors (NN) search in a large-scale database.
However, the use of binary code for the NN search leads to low
retrieval accuracy. To increase the discriminability of the binary
codes of existing hash functions, in this paper, we propose a
framework of double-bit quantization and index hashing for an
effective NN search. The main contributions of our framework are:
first, a novel double-bit quantization (DBQ) is designed to assign
more bits to each dimension for higher retrieval accuracy; second,
a double-bit index hashing (DBIH) is presented to efficiently
index binary codes generated by DBQ; and third, a weighted
distance measurement for DBQ binary codes is put forward to
re-rank the search results from DBIH. The empirical results on
three benchmark databases demonstrate the superiority of our
framework over existing approaches in terms of both retrieval
accuracy and query efficiency. Specifically, we observe an absolute
improvement on precision of 10%–25% in most cases and the
query speed increases over 30 times compared to traditional binary
embedding methods and linear scan, respectively.

Index Terms—Nearest neighbor search, double-bit quantization,
double-bit index hashing, weighted distance measurement, binary
embedding.

I. INTRODUCTION

N EAREST neighbor (NN) search has been one of the key
problems of visual applications including image retrieval

[1]–[4], object recognition [5]–[8] and copy detection [9]–[12].
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Further, NN search is irrelevant to feature extraction method
exploited, while the latest deep learning based methods [13]–
[15] gradually replace the traditional feature extraction meth-
ods, such as SIFT [16], [17] and GIST [18], [19]. NN search
consists in finding the closest matches of a given query signa-
ture in large amounts of reference signatures [20]–[22]. When
searching similar signatures in a large-scale database composed
of floating-point values, it usually computes the Euclidean dis-
tance between the query and all the reference signatures, which
is quite costly. As a consequence, handling large quantities of
data has become a challenge on its own.

Generally, the problem can be solved from two aspects: us-
ing binary codes to represent image signatures, which reduces
the matching time between signatures and saves the memory
storage; constructing index structure to organize the compact
signatures to improve the retrieval efficiency. Although a lot
of existing works concentrate on binary embedding and binary
code indexing, there still exist some issues on both of them for
NN search as follows:

1) Binary embedding leads to low retrieval accuracy. Bi-
nary codes take up less storage and require only a small
amount of machine instructions when comparing for simi-
larities. Thus, the use of binary code can greatly accelerate
the nearest neighbor search and signature matching. Even
with the most time-consuming linear search method, mil-
lions of binary codes can be compared to a query in less
than a second [32]. Despite of its remarkable advantages,
the drawbacks are not ignorable: on one hand, mapping
floating-point data to binary codes results in obvious loss
of information, as a single floating-point value is usually
converted into one-bit binary code (0 or 1); on the other
hand, it also evidently reduces the distinctiveness between
different signatures [43].

2) Binary code indexing cannot handle long codes effec-
tively. Unlike real-valued signatures, binary codes can-
not be directly stored or organized by traditional index
structures, such as tree-based index [23]–[26] and locality
sensitive hashing (LSH) [27]–[30], to guarantee retrieval
efficiency. But binary code itself can be directly used as
index address to create a hash table to be indexed, which
increases the search speed compared to the linear scan.
However, the use of binary code as a direct hash index
is not necessarily effective in many cases, as it needs to
search all the buckets in hamming balls around the query
in order to find the nearest neighbors in Hamming space.
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Fig. 1. Framework of the proposed double-bit quantization and index hash-
ing method. Each signature is first projected into B-dimensional real-valued
intermediate data. Then double-bit quantization converts intermediate data into
2B-bit binary codes. Next, DBIH selects the top-k nearest neighbors in ham-
ming space as candidates. Finally, the weighted distance measurement is used
to re-rank candidates to get final results.

Indeed, the number of hash buckets grows exponentially
with the search radius. Even if the radius of the search
is small, the number of buckets to be checked is usu-
ally greater than the number of signatures in the database
[32]. So the query efficiency is much lower than that of
linear scan. In general, when the binary code is longer
than 32-bit, the query efficiency is lower than linear scan.
However, the binary signatures are usually much longer
than 32 bits long [32]. Thus, how to deal with long codes
to build binary code index remains a key problem for NN
search.

Building on the previous analysis, the framework of double-
bit quantization and index hashing (DBQ-IH) is proposed in
this paper, as demonstrated in Fig. 1. Firstly, all the signatures
in database are mapped to binary codes by double-bit quantiza-
tion (DBQ), to increase the discriminability of the binary codes
of existing hash functions. Then the double-bit index hashing
(DBIH) is built to organize those binary codes. For a given
query, it will be mapped to DBQ binary code in the same way,
and its real-valued data is preserved as well. Next, the results
of top-k similar binary codes in hamming space are selected
from DBIH. In the following, the weighted distance measure-
ment (WDM) is applied to the results for re-ranking. Finally,
the nearest neighbors are achieved through the above processes.

Summarily, the main contributions of the framework are:
� Double-bit quantization. We map each dimension of data to

double-bit rather than one-bit for higher retrieval accuracy.
Meanwhile, the hamming distances between binary codes
based on DBQ are assigned different weights according to
their spatial relationship.

� Double-bit index hashing. A new binary code indexing
is brought up based on multi-index hashing (MIH) [32]
for DBQ binary codes to speed up NN search, without
changing the structure of the original MIH.

� Weighted distance measurement. WDM is proposed to
compute the distance between reference DBQ binary
codes and uncompressed query signatures to re-rank the

nearest neighbors from DBIH for higher accuracy, as un-
compressed query signatures have more discriminability
than binary codes.

For experimental comparisons, the proposed framework is
evaluated on three benchmark datasets, including the SIFT [16],
[17] signatures and GIST [18], [19] signatures in BIGANN [11]
and GIST signatures in Caltech101 [33]. It demonstrates that the
proposed DBQ and WDM consistently and evidently improve
the retrieval accuracy over the traditional binary embedding
methods. Meanwhile, DBIH obviously accelerates NN search
compared to linear search. In some cases, DBQ-IH can increase
the precision on the order of 10%∼25% against original methods
and accelerate the NN search by over 30 times compared to the
exhaustive linear scan.

The rest of the paper is organized as follows. Section II gives
a review of related works. In Section III, we elaborate the ap-
proaches of the framework DBQ-IH. Section IV presents the ex-
perimental results on BIGANN and Caltech101 for NN search.
Finally, conclusions are given in Section V.

II. RELATED WORK

In this section, we first introduce the binary embedding meth-
ods. Then, the binary code indexes are briefly described. Finally,
the weighted distance algorithms are analyzed in detail.

A. Binary Embedding

The prominent advantages of binary codes lead to the explo-
sion in binary embedding techniques. Binary embedding aims
to transform real-valued signatures into binary codes, while it
guarantees that similar signatures are mapped into the same
binary codes with a high probability. There are various exist-
ing binary embedding methods. Principal component analysis
(PCA) [33], [34] is a statistical procedure that uses an orthog-
onal transformation to convert a set of observations of possibly
correlated variables into a set of values of linearly uncorrelated
variables, to reduce the dimension of correlated coefficients.
The locality sensitive hashing (LSH) [31], [36], [37] measures
the similarity between two vectors using the inner product op-
eration. The hashing function of LSH projects the raw features
into hyper-planes, and the coefficients of which are drawn from
the multivariate normal distribution. The spectral hashing (SH)
[38], [39] finds the best codes for given feature vectors by solv-
ing the optimization problem, which is expressed by the sum
of weighted differences between raw feature vectors. The key
idea of iterative quantization (ITQ) [40], [41] simply rotates the
data to minimize the error that is defined by the difference be-
tween the binary hashing code and the low dimensional vector
acquired in dimensionality reduction.

In general, the binary embedding algorithms can be decom-
posed into two steps: 1) The signatures are first embedded
in an intermediate space and 2) Thresholding is performed
in intermediate space to obtain binary outputs. In order to
express the meaning of binary embedding clearly, we intro-
duce a set of notations. Let s be an image signature with
K dimensions in space Ω and let hk be a binary embedding
function, i.e., hk : Ω → {0, 1}. A set H = {hk , k = 1 . . . K}
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of K functions define a multidimensional embedding function
h : Ω → {0, 1}K with h(s) = [h1(s) hK (s)]′. Note that real-
valued signatures are not directly converted into binary codes
via binary embedding. For LSH, SH, PCAE and PCAE-ITQ,
binary embedding function hk can be decomposed as follows:

hk (s) = qk [gk (s)] , (1)

where gk (s) : Ω → R (the intermediated space) is projection
function and qk (s) : R → {0, 1} is quantization function. That
is, binary embedding firstly projects image signature s to real-
valued multidimensional vector g(s) = [gk (s), k = 1 . . . K]′,
which is an extremely good approximation to the original sig-
nature. Then, the real-valued data will be quantized into binary
codes by thresholding (0 is often set as the threshold). Namely, if
gi(s) > 0, si is mapped to 1. Otherwise, si will be mapped to 0.
Thus, traditional quantization function just roughly divides each
dimension into two parts, decoded as 0 or 1, which considerably
reduces the discriminability [43].

Up to now, many binary embedding methods [47]–[55] have
been proposed. The basic idea of MH [47] is to encode each pro-
jected dimension with multiple bits of natural binary code, based
on which the Manhattan distance between points in the ham-
ming space is calculated. The method in [48] quantizes each
projected dimension into double bits with adaptively learned
thresholds. Neighborhood Preserving Quantization (NPQ) [49]
assigns multiple bits per hyper plane based upon adaptively
learned thresholds. Variable Bit Quantization (VBQ) [50] pro-
vides a data driven non-uniform bit allocation across hyper
planes. Zhu et al. [51] propose a novel approach based on [48],
which can efficiently handle the situation under non-Gaussian
distribution input. Xiong et al. [52] provide a novel adaptive
quantization (AQ) strategy that adaptively assigns varying num-
bers of bits to different hyper planes according to their informa-
tion content. Hamming Compatible Quantization (HCQ) [53]
preserves the capability of similarity metric between Euclidean
space and Hamming space by utilizing the neighborhood struc-
ture of raw data. Those hashing methods use supervised learning
to get higher accuracy, which bring extra time overhead.

B. Binary Code Indexing

Linear search [41] is an intuitive and typical exact search
method for binary codes. Given a query, brute-force match-
ing is performed to find the nearest neighbors. However, us-
ing linear search for matching becomes a bottleneck for large
datasets [43]. Therefore, attention has been paid to the hierar-
chical clustering trees (HCT) [42] for higher efficiency. HCT
selects cluster centers randomly and builds indexes with the en-
tire binary codes. However, this degrades search performance
when code gets longer. To deal with long codes, M. Nououzi
et al. propose the multi-index hashing method (MIH) [32]. The
main idea is to divide the long code into several shorter codes
and use these segments as address to build multiple hash tables.
To save more memory usage and get higher search efficiency,
the inverted multi-index structure [1] is designed by taking the
code distributions among different bits into account for index
construction. Among them, the notion of MIH is widely used

Fig. 2. Multi-index hashing.

in many methods for indexing binary codes, as it divides long
codes into substrings and builds multiple hash tables, which
dramatically accelerates the retrieval efficiency.

Supposing we have a dataset of N binary codes
{p1 , p2 , . . . pN }, and each of them is B-bit long. When a bi-
nary code is used directly as an index value, the run-time of
NN search is determined by the number of hash buckets to be
checked, which is

∑R
i=0 Ci

B in total, where R stands for the
hamming distance. Thus, the size of the Hamming space to be
searched increases exponentially as the hamming distance in-
creases. Therefore, the number of hash buckets to be examined
even greater than the size of the database in many cases. In MIH,
as demonstrated in Fig. 2, each B-bit binary code is divided into
m disjoint binary substrings, the length of which is b = B/m.
Then it inserts each substring as an index into m different hash
tables. Given a query vector, a hash bucket close to the query in
at least one such hash table is considered a neighbor candidate,
that is

∥
∥qk − pk

i

∥
∥ ≤ R/m, (2)

where k means the index of the segment of the origin binary
code. As a result, the number of hash buckets to be examined
decreases to

∑m
k=1

∑R/m
i=0 Ci

b . Then, the entire binary code is
used to check the validity of the candidates to exclude signatures
that are not nearest neighbors. Finally, the obtained results are
the exact nearest neighbors of the query in Hamming space.

C. Weighted Distance

Since binary representation leads to the loss of information
[46], weighted distance is proposed to addresses this concern.
In [44], the authors attempt to weight the hamming distance
of local signatures for image matching. In [45], two weights
are assigned to each hash bit and a score function is defined to
measure the similarity between binary signatures in developing
a ranking algorithm. To compute the distance between different
spaces, Albert et al. propose the asymmetric distance algorithm
[44], as the distance is calculated between Hamming space and
Euclidean space. They note that the compressing query signature
is not necessary when it comes to NN search. In practice, the
memory storage of a single non-binary signature is negligible.
In addition, the distance between the original signature and the
compressed signature can be efficiently calculated through the
lookup tables. The main advantage of asymmetric algorithms
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is that they can achieve higher search accuracy as they use the
more accurate position information of the query.

In [44], an algorithm for asymmetric distance based on the
expected value is proposed, which is defined as:

dE (x, y) =
∑

k

d(gk (x) , E[gk (u) |hk (u) = hk (y)]) (3)

where d(.) is the Euclidean distance, and E means the expec-
tation value. dE is simply computed as the Euclidean distance
between the query and the corresponding expected value of the
intermediated data gk (u), such that hk (u) = hk (y). As the dis-
tance can be calculated through pre-computed look-up tables,
the increase of time complexity is negligible.

III. THE PROPOSED METHOD

In this section, we start with a general overview of DBQ-IH.
Then, the novel DBQ, DBIH and WDM are precisely described.

A. Overview

The framework of DBQ-IH is a binary based system for
fast large-scale nearest neighbor search. After feature extrac-
tion process, binary embedding methods are used to map the
floating-point signatures to binary codes for higher retrieval ef-
ficiency and less memory storage. Instead of utilizing traditional
quantization, we use double-bit quantization to convert the in-
termediate data in Euclidean space to binary codes for more
discriminative binary signatures. Then double-bit index hash-
ing is designed to fit DBQ binary codes. DBIH creates multiple
index hash tables for each segment of binary codes. For a given
query, we not only convert it to binary code, but also preserve
its original signature. In this way, more information of the query
can be utilized to improve the retrieval accuracy by re-ranking
the results from DBIH.

Therefore, the whole framework is divided into three parts to
be introduced. The first is the method of double-bit quantization,
followed by the double-bit index hashing, and the weighted
distance measurement is detailed at last.

B. Double-Bit Quantization

In the previous section, it elaborates that binary embedding
methods greatly reduce the discriminability of original signa-
tures. To achieve higher accuracy, most of related works con-
centrate on improving the performance of projection functions
gk . Instead, we propose a DBQ method to assign double-bit to
each dimension of the intermediated data. The steps of DBQ are
summarized below:

1) Signature projection and normalization. For a given sig-
nature x with K dimensions, we use a multidimensional
projection function g(s) = [gk (s), k = 1 . . . K]′, such as
locality sensitive hashing [27], principal component anal-
ysis [35], spectral hashing [38], PCA-RR [35] and itera-
tive quantization [40], to map original signature x to real-
valued vector g(x) (the intermediated data). To enhance
the efficiency of comparisons, the vector is normalized by
its l1 norms N for each dimension and the normalized

Fig. 3. Encoding signature. Each dimension is divided into four parts by the
sign and two medians.

intermediated data l(x) = [lk (x), k = 1 . . . K]′ is ob-
tained by

li(s) = N [gi(s)]. i = 1 . . . K (4)

2) Data partition. We divide the intermediate data of each
dimension into two categories according to the sign of the
corresponding element, after which we get the medians of
both categories for all the dimensions. The medians of the
negative and positive parts in dimension i are represented
symbolically by nmi and pmi , respectively. Based on the
sign and two medians, each element of the intermediated
vectors can be divided into four categories, as illustrated
in Fig. 3. Although it is simple, the partition scheme leads
to competitive results on a variety of binary embedding
methods.

3) Binary quantization. By original quantization function,
the positional relations of elements in each dimension
have only two cases: either on the same side or the op-
posite side. To increase the discrimination, we quantize
each dimension into double bits. In this way, the quanti-
zation method may adapt well to the four relations of the
elements in each dimension, as shown in Fig. 3. For the
ith dimension, the DBQ function is defined as:

DBQi(s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

11, if li(s) ≥ pmi

10, if li(s) ≥ 0 and li(s) < pmi

01, if li(s) 〈0 and li(s)〉nmi

00, if li(s) ≤ nmi

(5)

Since intermediate data preserves good approximation to the
similarity of original signatures, it has a high probability to map
gi(x) and gi(y) to the same category, if x is the nearest neighbor
of y. Conversely, if signature x and y are far from each other,
gi(x) and gi(y) are more likely to be mapped far apart. Thus,
the quantization scheme can naturally preserve the similarity
between two signatures.

As the intermediated data are generate by existing hash func-
tions, DBQ does not violate the design objectives of the data-
driven learning of hash functions. It also attempts to minimize
the Hamming distance between the similar training samples
while satisfying some constraints, such as bits should be evenly
distributed and bits must be independent.
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TABLE I
WEIGHTED HAMMING DISTANCE BETWEEN EACH DIMENSION

For binary codes generated from DBQ, we cannot directly
calculate the hamming distance between them. There are two
reasons. Firstly, DBQ partitions each dimension of the interme-
diate data into four parts. Thus, the quantized signatures have
four kinds of spatial relationship which can be represented by 4
kinds of distances (0, 1, 2 and 3). However, the hamming dis-
tance between 2-bit binary codes only has three possible values
(0, 1 and 2). Secondly, XOR operation cannot describe the dis-
tance between DBQ binary codes accurately. For example, the
distance between 01 and 10 is 1, but the hamming distance be-
tween them is 2. Likewise, the distance between 00 and 11 is 3,
while the hamming distance is 2. Therefore, we propose a novel
weighted hamming distance to satisfy the distance computation
of DBQ binary codes, as shown in Table I.

For a given query, we first build several look-up tables, and
then the weighted hamming distance is calculated by search-
ing the pre-computed look-up tables. Note that, one dimension
refers to 2-bit binary code in the following description for clear
expression.

Assume x, q are the intermediate data of reference signa-
ture and query signature respectively. To calculate the weighted
hamming distance between x and q online, we should sum
up the distance of each dimension composed of 2 bits. Let
dk (DBQk (x),DBQk (q)) represents the weighted hamming
distance between the k-th dimension of x and q which is demon-
strated as follows:

Online, for the given query q, the following query-dependent
values are pre-computed and stored in look-up tables:

βx,q
k = dk (DBQk (x) ,DBQk (q)) . (6)

Assume dW H stands for the weighted hamming distance be-
tween x and q. By definition, we have

dW H (x, q) =
∑

k

βx,q
k . (7)

The cost of computing the values β is negligible with com-
parison to that of computing dW H (x, q) for a large number of
reference signatures x. The sum (7) can be computed very ef-
ficiently by grouping the dimensions. In our implementation,
we subdivide a vector into blocks of four dimensions (8-bit).
Assuming that the number of dimensions K is a multiple of 4,
to simplify the notation, we get:

dW H (x, q) =
K/4−1∑

k=0

j=4∑

j=1

βx,q
4k+j . (8)

Because the binary subvector [DQ4k (x),DQ4k+1(x)
DQ4k+2(x),DQ4k+3(x)], fits in one byte, each sum

∑j=4
j=1 βx,q

4k+j can only take 256 possible values. We can pre-
compute these 256 values and store them in a look-up table. In
total, we need to calculate K/4 tables for the computation.

Generally, the K/4 look-up tables will be cached as they only
need little storage space. Therefore, the weighted hamming dis-
tance can be simply calculated by adding values from each look-
up table together, rather than computing hamming distance for
each reference binary code via XOR operation.

C. Double-Bit Index Hashing

The structure of the double-bit index hashing is consistent
with MIH [32]. In order to improve the retrieval efficiency, the
binary codes are divided into several non-overlapping substrings
and multiple hash tables are built for each of them. For a given
query, it is also divided into several substrings in the same way.
Then each query substring gets the nearest neighbors from the
corresponding hash table. Next, we take these nearest neigh-
bors of substrings as candidates and compare the entire binary
codes with the query to remove any non-neighbors. Finally, the
obtained results are the nearest neighbors of the query.

As mentioned in Section II, MIH gets the nearest neighbors
by increasing the hamming distance and examining the corre-
sponding hash buckets. Given a query q, the address of hash
bucket is calculated by q XOR mask, where the number of 1
in mask represents the hamming distance. For example, assume
q equals to 00011011 and the expected hamming distance is 3.
Then we get one of the mask valued 00000111. The result of q
XOR mask is 00011100, which has the hamming distance of 3
for q.

However, the XOR operation is not suitable for the proposed
DBQ binary codes when performing NN search. Therefore, a
method is proposed to apply DBQ codes to binary code indexing
based on MIH, with the structure of MIH remains unchanged.
As shown in Table I, there are four kinds of binary codes in each
dimension, namely 00, 01, 10 and 11. They are corresponding
to 0, 1, 2 and 3 in decimal, respectively, and the range of the
distance for each kind of dimension is diverse. For example, 00
can be changed to 01, 10 and 11 by +1, +2 and +3 respec-
tively. For 10, the changes include +1, −1 and −2. Since the
different distances are equivalent to the weights in dimension,
the increase or decrease in value is considered as weighted ham-
ming distance (WHD). Therefore, in the process of increasing
the weighted hamming distance for NN search, each kind of
dimension has different cases, rather than a simple 0/1 bit flip.
So, we will discuss different situations separately. Specific steps
are as follows:

1) Resize the mask. The number of 1 in mask (in binary)
equals to the WHD. Further, the number of 1 in a dimen-
sion of mask represents the WHD of the corresponding
dimension. Assume that c1 is the number of 00 and 11,
and c2 is the number of 10 and 01. As the range of WHD of
11 and 00 is 3, and that of 01 and 10 is 2, the length of the
mask is set to be 3 × c1 + 2 × c2 , where c1 + c2 = b/2.
For example, as shown in Table II, the changes of the mask
00011011 are presented, where the WHD ranges from 0
to 10.
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TABLE II
THE CHANGES OF MASK FOR 8-BIT BINARY CODE 00011011 WHEN

INCREASING THE WEIGHTED HAMMING DISTANCE

TABLE III
THE CHANGES OF CORRESPONDING DIMENSION OF IN AND RN WHEN BINARY

CODE IS 00 OR 11. ‘+’ REPRESENTS THE CHANGE IN IN; ‘-’ REPRESENTS THE

CHANGE IN RN

TABLE IV
THE CHANGES OF CORRESPONDING DIMENSION OF IN AND RN WHEN BINARY

CODE IS 01 OR 10. ‘+’ REPRESENTS THE CHANGE IN IN; ‘-’ REPRESENTS THE

CHANGE IN RN

2) Transform the mask. When the WHD increases, the trans-
formation of mask for NN search is the same as MIH
except that the length of the mask is different. So, when
the WHD increases to R, the total number of the cases
of mask is CR

3×c1+2×c2 . In each case, there exist different
bit-wise flips in mask. We first initialize two variables IN
and RN to 0, which represent the numbers to be added and
subtracted to the query, respectively. Note that the two
variables have the same number of bits as the query, as
every two bits of them represents the WHD of the corre-
sponding dimension.

Table III and Table IV are presented to detail the changes of
IN and RN according to different mask and binary codes. For 00
(see Table III), only IN can be used, meaning a certain number
can be added to the dimension. While, 11 is just on the contrary.
As for 01 (see Table IV), the change ranges from −1 to + 2,
which indicates IN can be set as 01 and 10 or RN can be set
as 01 in corresponding dimension. However, when the WHD is
1, IN and RN can both be utilized. In this case, we use mask
to determine which variable to change. It requires that when
the dimension of mask equals 01, the corresponding dimension
of IN is set as 01, while RN is set as 01 when mask is 10. The
dimension of 10 works the same way. With the simple approach,
it guarantees that each transformation of mask corresponds to
only one situation, and takes into account all the cases at the
same time.

3) Examine the hash buckets. After the previous steps, the
address of the hash bucket to be examined is

address = query + IN − RN (9)

Subsequent search approaches are consistent with the MIH.
Here is an example, given the query 01001011, which is

8-bit code (4-dimension), and the length of the mask is set to
be 10-bit long. If the expected WHD is 4, the mask should
contain four bits valued 1. Assume the mask is 0010110100,
for the first dimension (from right to left), the corresponding
dimension of mask does not contain any 1, so there is no change
in IN or RN. For the second dimension of the query 00, the
mask (containing 3 bits in this dimension) has two bits valued
1, so IN = IN |00100000. For the third dimension of the query
10, the corresponding mask has one bit valued 1, then RN =
RN |00000100 For the fourth dimension 11 of the query, there
is one bit valued 1, so RN = RN |00000001. As a result, the
IN equals to 00100000 and RN equals to 00000101. Thus, the
address of hash bucket to be examined is 01100110, which has
the WHD of 4 for the query.

This method takes into account all cases of the WHD, and
each case appears only once. To fit DBQ binary codes, it con-
siders different combinations of mask and binary code to get
the address of hash buckets to be examined. As revealed in
the experiment results, DBIH remarkably increases the search
efficiency compared to the linear search.

D. Weighted Distance Measurement

Binary codes are storage efficient and fast to compute. Mil-
lions of binary codes can be compared to a query in less than a
second. However, the discrimination of the binary codes is still
limited, even though DBQ is employed. Thus, the weighted dis-
tance measurement is proposed to further increase the retrieval
accuracy.

As stated before, Albert et al. [44] propose an algorithm for
asymmetric distance based on expected value, which is defined
in equation (3). In this paper, we utilize the concept of [44] and
propose the WDM to satisfy DBQ binary codes. The calculation
of WDM computes the distance between uncompressed data and
the DBQ binary code, which is equivalent to assigning different
weights to each dimension according to the position of query. A
major benefit of the WDM is that it can achieve higher accuracy,
as it takes advantage of the precise information of the query.

For a given query, we firstly get the top-k closest sig-
natures in hamming space from DBIH. Then, these results
are considered as candidates to be re-ranked through WDM.
Note that, we replace hk with the proposed DBQk in equa-
tion (3). To get expected value for each dimension, a set of
signatures S{si, i = 1 . . . N} is firstly drawn randomly from
Ω. For each dimension k, we partition S into four clusters
Scu

k , cu = 00, 01, 10, 11. Each cluster contains signatures s such
that DBQk (s) = cu. Then, the expected value ck is computed
for each subsets offline:

ccu
k =

1
|Scu

k |
∑

v∈Sc u
k

gk (v). (10)
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Fig. 4. Asymmetric distance.

For a given query x, the distance (see Fig. 4) is calculated
between uncompressed query and the expected value of cor-
responding dimension of DBQ binary code online, which is
defined as:

dE (x) =
√

∑

k

(gk (x) − c
DBQk (x)
k )

2
. (11)

It shows that the WDM takes full advantages of the non-
binarized signature, which keeps the information of the orig-
inal. For example, for i-th dimension of a given query q and
reference signature x, gi(q) locates in area1 and DBQi(x) is
mapped to area2. The weighted distance between them is the
Euclidean distance between gi(q) and the expected value of all
the intermediated data mapped to area2 in dimension i. Along
with the benefit of DBQ, the discriminability can be further
improved, due to different signatures possessing four possible
position relations through WDM.

In system implementation, to compare the performance ob-
jectively, we select top 100 nearest neighbors in Hamming space
as the candidates to evaluate the effect of WDM. Even though
extra floating-point multiplication is involved in the process, it
has negligible time consumption, as we calculate the weighted
distance only for limited number of signatures. In addition, the
calculation can be done by pre-computed look-up tables just as
the double-bit quantization.

IV. EXPERIMENTS

In this section, we show the performance of our proposed
method. We first introduce three famous datasets and evaluation
metrics used in the experiments. Then intensive comparisons
between the framework of DBQ-IH and traditional methods are
given.

A. Dataset and Evaluation Metrics

Three benchmark datasets are used to evaluate DBQ and
WDM, including 1M SIFT (128-d) and 1M GIST (960-d) sig-
natures from BIGANN dataset [11] and GIST (320-d) signatures
from Caltech101 dataset [33]. For DBIH evaluation, we use 1B
SIFT (128-d) features from BIGANN dataset, which consists of
three vector subsets: training set, database set and query set.

For experimental evaluation of DBQ, the precision and recall
are employed to measure the performance of our method. The
WDM is measured by precision. The precision and recall are

defined as follows:

precision =
count(relevant ∩ retrieved)

retrieved
(12)

recall =
count(relevant ∩ retrieved)

relevant
, (13)

where retrieved is the NN search results of our method, and rele-
vant is the linear search results in Euclidean space. We compare
the recall@10 and precision@1 of several similarity-preserving
binary embedding methods, namely, locality sensitive hashing
(LSH) [27], principal component analysis (PCA) [35], spec-
tral hashing (SH) [38], PCA-RR [35], and iterative quantization
(ITQ) [40], with DBQ and WDM.

For DBIH evaluation, the method is verified by query speed.
The run-time of proposed DBIH will be compared with linear
search, using the DBQ binary codes generated from LSH.

B. Results

Our proposed framework is a binary based large-scale near-
est neighbor search system. After the signatures are obtained by
various methods, binary embedding methods are utilized to con-
vert the floating-point signatures to binary codes, of which the
double-bit quantization method is employed. Next, the double-
bit index hashing creates a multiple index hashing tables to
obtain the nearest neighbors in the Hamming space. We use
the weighted distance measurement to re-rank the results from
DBIH for the final nearest neighbors. Therefore, our experi-
ments can be divided into the following three parts:

� Double-bit quantization. Comparing the retrieval precision
and recall of the traditional binary embedding methods
with the DBQ binary codes, on the baseline of the nearest
neighbors in Euclidean space.

� Double-bit index hashing. Comparing the query speed of
the linear scan with the DBIH in the dataset composed of
DBQ binary codes.

� Weighted distance measurement. Comparing the retrieval
precision of the results from DBIH with re-ranked results
through WDM, on the same baseline of double-bit quanti-
zation.

As we can see from the summary, the three-step experiments
are progressive layers in relationship. Since the experiments of
DBQ and WDM use the same measurements and baseline, the
settings for them are introduced together.

1) Double-Bit Quantization:
� Double-bit quantization VS original method
Each experiment has 1000 queries, in which precision and

recall are used as metrics. For the different binary embedding
methods in three different datasets, the results using DBQ are
better than original binary embedding methods.

To get the double-bit binary codes, the signatures in train-
ing set are mapped to the intermediate data, and the medians
are obtained according to the sign of each dimension. Then we
transform both reference signatures and query signatures to in-
termediate data in the same way as training set. Next, the data are
quantized into double-bit binary codes through DBQ. Finally,
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TABLE V
SUMMARY OF RESULTS (PERCENT) FOR BIGANN 1M SIFT DATASET. CODES ARE 32, 64, 128 OR 256 BITS LONG, OBTAINED BY ITQ, RR, SH, LSH OR PCA.

P@1 MEANS THE PRECISION@1, AND R@10 STANDS FOR THE RECALL@10. SB REPRESENTS THE SINGLE-BIT QUANTIZATION AND DB MEANS OUR

DOUBLE-BIT QUANTIZATION

TABLE VI
SUMMARY OF RESULTS (PERCENT) FOR CALTECH101 GIST DATASET. CODES ARE 64, 128, 256 OR 320 BITS LONG, OBTAINED BY ITQ, RR, SH, LSH OR PCA.

P@1 MEANS THE PRECISION@1, AND R@10 STANDS FOR THE RECALL@10. SB REPRESENTS THE SINGLE-BIT QUANTIZATION AND DB MEANS OUR

DOUBLE-BIT QUANTIZATION

TABLE VII
SUMMARY OF RESULTS (PERCENT) FOR BIGANN 1M GIST DATASET. CODES ARE 64, 128, 256 OR 512 BITS LONG, OBTAINED BY ITQ, RR, SH OR LSH. P@1
MEANS THE PRECISION@1, AND R@10 STANDS FOR THE RECALL@10. SB REPRESENTS THE SINGLE-BIT QUANTIZATION AND DB MEANS OUR DOUBLE-BIT

QUANTIZATION

the weighted hamming distance is calculated for each binary
code.

Table V, VI and VII show the comparison results on three
datasets of original binary embedding algorithms and those with
DBQ. The results demonstrate that DBQ consistently improves
the retrieval accuracy over the original binary embedding algo-
rithms and is independent of the datasets, the descriptors and
the binary embedding methods. Here are two examples: on Cal-
tech101 (Table VI), we observe a relative improvement on recall
of 80.2% at 256-bit when using RR-PCA; on BIGANN, when
SH is employed we can observe a relative improvement of pre-
cision of 42.3% (Table V) at 128 bits. The comparison results
show that all methods have obvious improvement with DBQ.
This can be explained by two primary factors.

On one hand, double-bit quantization preserves more infor-
mation of original signatures. The average discrimination per bit
declines as the dimensionality increases. Here is an example, for
ITQ, when the dimensionality k is 128, the precision is 14.2%
on Calteach101. Given the same circumstances except for the

dimension being 2k, the precision is 16.9% which only has 19%
relative improvement. In theory, 2k-bit binary code with DBQ
doubles the retrieval accuracy of k-bit binary code with one-bit
quantization. That is to say, when the dimension of binary codes
is both 2k, the discrimination of DBQ significantly outperforms
one-bit quantization.

On the other hand, weighted hamming distance has more
distinguishing ability. When one-bit quantization is used, the
hamming distance of each two-bit code has three possible values
(0, 1 and 2). But it has four possibilities (0, 1, 2 and 3) when
using DBQ. Thus, weighted hamming distance has a wider range
than original method. For example, assume the number of bit is
64, and then the range of hamming distance is 0 to 64. However,
the range of weighted hamming distance is 0 to 128, which is
twice of the former. As a consequence, DBQ obtains stronger
discrimination than traditional binary embedding methods.

� Double-bit quantization VS Manhattan hashing [47]
To verify the effectiveness of DBQ, Manhattan hashing (MH)

is compared. The basic idea of MH is to encode each projected
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TABLE VIII
COMPARISON BETWEEN DOUBLE BIT QUANTIZATION AND MANHATTAN HASHING [47] (PERCENT) FOR BIGANN 1M SIFT DATASETS. CODES ARE 32, 64, 128 OR

256 BITS LONG, OBTAINED BY ITQ, RR, SH, LSH OR PCA. P@1 MEANS THE PRECISION@1, AND R@10 STANDS FOR THE RECALL@10. MH REPRESENTS

MANHATTAN HASHING AND DB MEANS OUR DOUBLE-BIT QUANTIZATION

dimension with multiple bits of natural binary code, based on
which the Manhattan distance between points in the hamming
space is calculated. In order to maintain consistency of the ex-
periments, the number of bit per dimension is set to be 2. The
dataset we use is BIGANN SIFT 1M. The experiment has 1000
queries, in which precision and recall are adopted as metrics. As
shown in Table VIII, DBQ outperforms MH in most of the cases
expect when the hashing method is LSH due to the randomness.

Note that NPQ has better performance than MH [49]. To our
knowledge, DBQ has the best accuracy on the three datasets at
present. For the reason of paper length, wo do not compare our
method with NPQ.

2) Double-Bit Index Hashing: Each experiment involves
10000 queries, and we report the average running time. When
the number of bits is 64, we divide the binary codes into 4 seg-
ments. The 128-bit long binary codes are divided to 8 segments.
The results illustrate that DBIH is remarkably faster compared
to the linear scan. Note that the linear scan speed relies heavily
on the memory cache. If there is less cache, linear scan will be
much slower [32].

DBIH only needs small number of hash buckets to be ex-
amined. Fig. 5(a) displays the average search radius required
for1000 queries on a dataset of 108 SIFT descriptors. As we
can see, the search radiuses are concentrated in the range of 2
to 4. Fig. 5(b) shows the relationship between the number of
examined hash buckets and the hamming distance on the same
dataset. For linear scan, each signature is equivalent to one hash
bucket. So it elaborates that DBIH requires a much smaller num-
ber of hash buckets than linear scan. Thus, DBIH is supposed
to perform more efficient NN search than linear scan.

Fig. 6 and Fig. 7 show the query speed of linear scan and
DBIH, for different k-NN problems and two different numbers
of bits: 64-bit and 128-bit. Although linear scan for binary code
is fast enough, DBIH performs several times faster. For example,
DBIH resolves the exact 100-NN in a 2 × 108 128-bit dataset
with about 0.71 s, 5 times faster than the linear scan (see Fig. 7).
Among them, 1-NN and 10-NN performance are even more
impressive. With 64-bit LSH codes, DBIH executes the 1-NN
search task over 30 times faster than the linear scan. The run-
time of the linear scan is independent of the expected number
of neighbors. However, the query time of DBIH depends on
this factor. In particular, as the number of expected neighbors
increases, the hamming radius of the NN search also increases,
meaning the longer query time for DBIH. Moreover, we notice

Fig. 5. (a) Shows the average search radius required according to the num-
ber of nearest neighbor expected. (b) Elaborates the relationship of hamming
distance and the number of hash buckets to be examined.

that the query speed of DBIH is sub-linear as the size of the
data set grows, since the query hamming radius is not directly
dependent on the size of the data set, in the case of a fixed
number of neighbors.

3) Weighted Distance Measurement: Even though the
WDM is used to re-rank the results from DBIH, we use the
datasets obtained by the experiments of DBQ for more convinc-
ing verification. Each experiment has 1000 queries, in which
precision is used as a metric. Because we only re-rank the re-
sults, the recall remains unchanged. For the different binary
embedding methods in three different datasets, the re-ranked
results are better than the results directly obtained.

Figs. 8, 9 and 10 indicate the precision before and after the use
of WDM for different binary embedding methods in different
datasets. Even though DBQ has improved the precision remark-
ably, the WDM can still further enhance the retrieval accuracy.
As we can see in CalTech101 (Fig. 9), the WDM doubles the
retrieval accuracy for most binary embedding methods. In SIFT
and GIST signature datasets from BIGANN, the performance
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Fig. 6. Run-times per query for double-bit index hashing with 1, 10 and 100 nearest neighbors, and a linear scan baseline on 5 × 108 64-bit binary codes
generated by LSH from SIFT in BIGANN.

Fig. 7. Run-times per query for double-bit index hashing with 1, 10 and 100 nearest neighbors, and a linear scan baseline on 5 × 108 128-bit binary codes
generated by LSH from SIFT in BIGANN.

Fig. 8. Influence to precision of the weighted distance measurement on the BIGANN dataset using 128-d sift descriptors through double-bit quantization and
different binary embedding methods, including ITQ, RR, PCA, LSH and SH. From left to right: 32-bit, 64-bit, 128-bit and 256-bit codes. DB represents the
double-bit quantization and DBWD means the double-bit quantization with weighted distance measurement.

Fig. 9. Influence to precision of the weighted distance measurement on the CalTeach101 dataset using 320-d gist descriptors through double-bit quantization
and different binary embedding methods, including ITQ, RR, PCA, LSH and SH. From left to right: 64-bit, 128-bit, 256-bit and 320-bit codes. DB represents the
double-bit quantization and DBWD means the double-bit quantization with weighted distance measurement.

is also excellent: in Fig. 8(c), the query accuracy is improved
by an average of 58.3%. We have noticed that when the num-
ber of bits is small, the effect of WDM is not obvious. As the
binary codes are obtained from DBQ, every two bits represents
just one dimension. However, the WDM is calculated by each
dimension. So the benefits of WDM will be limited when the
number of bits is small.

In summary, the empirical results on large-scale binary code
databases demonstrate the superiority of our framework over
existing approaches in terms of both retrieval accuracy and query
efficiency. We observe an absolute improvement on precision of
10%∼25% compared to traditional binary embedding methods
in most cases. Meanwhile, the query speed of our method is
increased over 30 times than linear scan.
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Fig. 10. Influence to precision of the weighted distance measurement on the BIGANN dataset using 960-d gist descriptors through double-bit quantization and
different binary embedding methods, including ITQ, RR, LSH and SH. From left to right: 64-bit, 128-bit, 256-bit and 512-bit codes. DB represents the double-bit
quantization and DBWD means the double-bit quantization with weighted distance measurement.

Note that not all dimensions are equally informative and
important and quite likely that some might not require two
bits. In the design of DBQ, we have considered the scheme of
assigning different bits for each dimension. Actually, we have
assigned different bits for each dimension just on the basis of
the covariance of each dimension and got promising results.
However, we did not give the comparison results for the reason
of structure arrangement.

V. CONCLUSION

In this paper, we propose a novel framework double-bit quan-
tization and index hashing for fast large-scale nearest neighbor
search. On one hand, it takes advantages of both compressed
data and real-valued signatures for higher accuracy. On the other
hand, DBQ-IH utilizes the benefit of double-bit index hashing
to accelerate large-scale NN search.

To improve retrieval accuracy, we quantize each dimension
of intermediate data in the dataset into double-bit binary code.
Then double-bit index hashing is employed to organize the DBQ
binary codes for fast NN search. Finally, the results from DBIH
are re-ranked by weighted distance measurement to further im-
prove the retrieval accuracy.

Experimental results illustrate DBQ-IH can achieve an abso-
lute improvement on precision of 10%∼25% compared to the
original binary embedding methods. It indicates that double-bit
quantization and weighted distance measurement perform su-
perior results by assigning more weight to the signatures close
to query both in Hamming space and Euclidean space. At the
same time, our framework accelerates the query speed by over 30
times compared to linear scan. We believe the proposed DBQ-
IH can improve the retrieval accuracy and efficiency of many
nearest neighbor search applications. As not all dimensions are
equally informative and important and quite likely that some
might not require two bits, in the future we will study assign-
ing different bits for each dimension and designing consequent
indexing structure.
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