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Abstract

Identification of drug–target interactions is an important process in drug discovery. Although high-throughput screening
and other biological assays are becoming available, experimental methods for drug–target interaction identification remain
to be extremely costly, time-consuming and challenging even nowadays. Therefore, various computational models have
been developed to predict potential drug–target associations on a large scale. In this review, databases and web servers
involved in drug–target identification and drug discovery are summarized. In addition, we mainly introduced some state-
of-the-art computational models for drug–target interactions prediction, including network-based method, machine
learning-based method and so on. Specially, for the machine learning-based method, much attention was paid to super-
vised and semi-supervised models, which have essential difference in the adoption of negative samples. Although signifi-
cant improvements for drug–target interaction prediction have been obtained by many effective computational models,
both network-based and machine learning-based methods have their disadvantages, respectively. Furthermore, we discuss
the future directions of the network-based drug discovery and network approach for personalized drug discovery based on
personalized medicine, genome sequencing, tumor clone-based network and cancer hallmark-based network. Finally, we
discussed the new evaluation validation framework and the formulation of drug–target interactions prediction problem by
more realistic regression formulation based on quantitative bioactivity data.
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Drug discovery

Despite many advances in the past decades, drug discovery is
still a costly and inefficient process [1–3], with costs for each

new molecular entity (NME) estimated at $1.8 billion [2].
Furthermore, new drugs often take nearly a decade to reach
market; for instance, only approximately 20 new drugs have
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been approved by US Food and Drug Administration (FDA) as
NMEs each year [4]. In recent years, the rate of successful drug
development has decreased. In this light, new uses for existing
or abandoned drugs are urgent [5]. Such a new strategy is called
drug repositioning or drug repurposing [6].

Traditional drug discovery primarily followed the ‘one
molecule-one target-one disease’ paradigm, which aimed to
seek the most specific drugs to act on individual targets for in-
dividual diseases [7]. In this approach, a specific protein is
studied in vitro, in cells and in whole organisms, and evaluated
as a drug target for a specific therapeutic indication. This his-
torical paradigm has resulted in the identification of some ef-
fective chemical molecules that affect specific proteins.
However, the major limiting factor of this traditional drug dis-
covery paradigm is that pharmaceuticals are designed to target
individual factors in a disease system, but complex diseases
are multifactorial in nature and vulnerable at multiple attacks.
The disease symptom is a progression accumulation of muta-
tions and interventions of different genes and pathways.
Multiple stages along the disease pathway may need to be
manipulated simultaneously for an effective treatment of the
diseases. Because this traditional paradigm ignores the com-
plex interactions between drugs and their target proteins and
the important fact that many complex diseases tend to be
associated with multiple target proteins, this paradigm has not
accelerated the new drug discovery rate as expected [8–10].
Recently, there is an increasingly accepted concept ‘polyphar-
macology’, i.e. drugs often work by targeting not a single target
protein, but multiple ones [11, 12]. In addition, multiple targets
are often involved in the same disease [9]. Therefore, to in-
crease the drug efficacy and overcome drug resistance and tox-
icity, much attention has been paid to multiple-target drug
development and drug combination research [10, 13–15].
Because of the ‘polypharmacological’ property of a drug, ‘off-
target’ is an unintended occurring activity for a drug. On one
hand, the off-target activities might result in some undesired
side effects [16]. On the other hand, they can also occasionally
be beneficial for some new or unexpected therapeutic effects
for old drugs [16]. Such polypharmacological features could
help us find new uses of drugs, namely drug repositioning,
which has been mentioned above [17].

Nowadays, a critical phase to accelerate the progression
of drug discovery is to confirm whether a drug could interact with
a target [18]. Drug discovery requires the accurate identification of
the complex interactions between drugs and a wide variety of
protein targets. All of these highlight the critical role of the
identification of drug–target interactions in drug discovery.

Drug–target interactions

The majority of drug targets are cellular proteins, which aim to
treat or diagnose a disease by selectively interacting with chem-
ical compounds [19]. Current studies have shown that classical
therapeutic drug targets contain �130 protein families [20, 21],
such as enzymes, G-protein-coupled receptors (GPCRs), ion
channels and transporters, nuclear hormone receptors [21, 22].
Many efforts have been made to estimate the total number of
drug targets [19, 20, 23, 24]. There are estimated about 6000–
8000 targets in the human genome that have pharmacological
interest, but only a small part of these targets have been
involved in approved drugs so far [20, 22, 25]. A large number of
putative drug targets remains to be validated.

From the view point of drug, although it is estimated that
PubChem database contains 35 million compounds, only <7000

compounds have the information of their corresponding target
proteins [26, 27]. Furthermore, it is estimated that the set of all
possible small molecules has already consisted of >10 60 com-
pounds [28]. Among these drugs with corresponding target pro-
teins, most of them are small chemical compounds, which
interact with an appropriate target protein involved in a disease
of interest and inhibit or activate the biological behavior of the
target proteins. Besides the selective targets, drugs may also
interact with additional proteins, which are not their primary
therapeutic targets, i.e. off-target effects.

Correct identification and validation of drug–target inter-
actions is the first step on drug discovery pipeline. Until now,
there are many potential drug–target interactions that have not
been discovered [29]. The identification of novel drugs and their
targets is still an extremely difficult goal owing to the relatively
limited knowledge about the complex relationship between
chemical space and genomic space [28, 30, 31]. There are many
factors that affect the establishment of the interactions between
a drug and its targets, such as various chemical bonds that are
related to the affinity of the drug for its targets [25]. However, a
number of factors make the identification of drug–target inter-
actions more urgent than ever before. Firstly, although over the
past decade, a growing number of compounds were synthesized,
their drug effects and target proteins are still unclear [32].
Secondly, there are still a variety of diseases that cannot be cured
and many new diseases emerge every year [33, 34]. Finally, large-
scale data sets on various properties of compounds [35], features
of target proteins [36] and responses in the human physiological
system [37] have been collected by researchers. However, these
high-dimensional data sets present great challenges to re-
searchers owing to their high dimensionality, complex structure
and distinct types [38]. Considering the existence of multiple
drugs and various target proteins and complicated associations
between them, experimental verification of drug–target associ-
ations remains to be time-consuming and expensive and limited
to small-scale research even nowadays [39, 40]. Therefore, there
is urgent need for appropriate and powerful computational pre-
diction methods that could detect the complex drug–target asso-
ciations effectively on a large scale. Computational drug–target
interaction identification could benefit both better understand-
ing of complex biological interactions and important biological
processes and the acceleration of novel drug discovery and
human medical improvement. Especially, predicting potential
drug–target interactions from heterogeneous biological data has
been the hot topic of computational biology, which could provide
new potential drug–target interaction candidates for biological
experimental validation and decrease the time and cost of biolo-
gical experiments [10].

Databases and web servers
DrugBank

(http://www.drugbank.ca) [41]
The DrugBank database is a richly annotated bioinformatics

and cheminformatics resource that combines detailed drug
data (e.g. chemical, pharmacological and pharmaceutical) with
comprehensive target information (e.g. sequence, structure and
pathway). The database is updated frequently. So far, it has con-
tained 7759 drug entities and 15 199 drug–target interactions
(see Table 1 for the statistics of the number of drugs, target pro-
teins and drug–target interactions in some of the databases cov-
ered in this review. Some databases do not provide these
statistics in their databases and published paper.).
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TTD: Therapeutic target database

(http://bidd.nus.edu.sg/group/ttd/ttd.asp) [42]
Therapeutic Target Database (TTD) provides the information

about known and explored therapeutic protein and nucleic acid
targets, the targeted diseases, pathway information and corres-
ponding drugs directed at each of these targets. Knowledge of
these targets and corresponding drugs, especially those in clin-
ical uses and trials, is highly useful for accelerating drug discov-
ery. Recently, the information of 1755 biomarkers for 365
disease conditions and 210 drug scaffolds for 714 drugs and
leads has been further added into this database.

SuperTarget

(http://bioinf-apache.charite.de/supertarget_v2/) [43]
SuperTarget is an extensive database for analyzing 332 828

drug–target interactions. This database allows querying by
drugs, targets, drug-target-related pathways, drug-target-
related ontologies and cytochromes P450s.

MATADOR

(http://matador.embl.de) [44]
Manually Annotated Targets and Drugs Online Resource

(MATADOR) is a database resource for protein–chemical inter-
actions, including multiple direct and indirect modes of drug–target
interactions. The manually annotated list of direct (binding) and in-
direct interactions between proteins and chemicals was assembled
by automated text mining followed by manual collection. It allows
searching by drugs or target proteins.

STITCH

(http://stitch.embl.de/) [45]
STITCH is a database of known and predicted chemical–

protein interactions, which integrates the evidence derived
from experiments, other databases and literatures. Compared
with the previous version, recently, the number of high-
confidence chemical–protein interactions in human has
increased by 45% in the latest version of STITCH.

TDR targets

(http://tdrtargets.org/) [46]
The TDR Targets Database is a chemogenomics resource for

neglected tropical diseases, which is aimed at facilitating the
identification and prioritization of drugs and drug targets in
neglected disease pathogens. The database includes pathogen
genomic information with functional data (e.g. expression,
phylogeny and essentiality) for genes, the addition of new gen-
omes and integration of chemical structure, property and bio-
activity information for biological ligands, drugs and inhibitors.

PDTD

(http://www.dddc.ac.cn/pdtd/) [47]
PDTD (Potential Drug Target Database) is a dual-function

database, which integrates an informatics database and a struc-
tural database of known and potential drug targets. The data-
base focuses on those drug targets with known 3D structures,
and the drug targets in this database were categorized into 15
and 13 types according to the criteria of therapeutic areas and
biochemical criteria.

ChEMBL

(https://www.ebi.ac.uk/chembldb) [48]
ChEMBL contains binding, functional and ADMET (i.e. as-

sessment of in vivo absorption, distribution, metabolism, excre-
tion and toxicity properties) information for a larger number of
drug-like bioactive compounds. These data are manually col-
lected from the published literature on a regular basis.
Currently, the database contains 5.4 million bioactivity meas-
urements, which are useful for drug discovery.

Integrity

(http://integrity.thomson-pharma.com) [49]
This database contains a large number of drugs that are

annotated with their corresponding drug targets, associated dis-
eases and the information on clinical phases of the drugs.

Table 1. The statistics of the number of drugs, target proteins and drug–target interactions in some of the data-
bases covered in this review

Databases The number
of compound/
ligand–target
interactions

The number of
compounds or
ligands

The number
of targets

DrugBank 15 199 7759 4104
TTD 20 667 2360
SuperTarget 332 828 195 770 6219
MATADOR 775
STITCH 367 000 390 000 3 600 000
TDR Targets 968 448
PDTD 841
ChEMBL 1 463 270 10 774
SIDER 996
ChemBank 1 700 000
The IUPHAR/BPS Guide to PHARMACOLOGY 12 829 7586 2726
CancerDR 148 116
BindingDB 1 132 739 489 416 7020
DCDB 904 805
ASDCD 1225 105
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FAERS

(http://www.fda.gov/Drugs/
GuidanceComplianceRegulatoryInformation/Surveillance/
AdverseDrugEffects/default.htm)

The FDA Adverse Event Reporting System (FAERS) is a data-
base that contains the information obtained from adverse event
and medication error reports submitted to FDA on side effect
keywords (adverse event keywords) for drugs.

SIDER

(http://sideeffects.embl.de/) [50]
A public and computer-readable database that contains in-

formation on marketed medicines and their recorded side ef-
fects (i.e. adverse drug reactions), including side-effect
frequency, drug and side-effect classifications as well as links to
further information, such as drug–target associations.

JAPIC

(http://www.japic.or.jp/)
Japan Pharmaceutical Information Center (JAPIC) database

manages all package-insert information of pharmaceutical
products in Japan, which contains side effects information for
drugs (pharmaceutical molecules).

ChemBank

(http://chembank.broadinstitute.org/) [51]
A database contains freely available collection of data

derived from small molecules and small-molecule screens, and
resources for studying their properties so that biological and
medical insights can be gained. ChemBank is unique among
small-molecule databases in the following three ways: its dedi-
cation to the storage of raw screening data, its rigorous defin-
ition of screening experiments in terms of statistical hypothesis
testing and its hierarchical metadata-based organization of
related assays into screening projects.

The IUPHAR/BPS Guide to PHARMACOLOGY

(http://www.guidetopharmacology.org/) [52]
The IUPHAR/BPS Guide to PHARMACOLOGY is an open

knowledgebase that provides the information of approved tar-
gets and experimental drugs. Specifically, the data of pharma-
cological, chemical, genetic, functional and pathophysiological
are included in this database.

CancerDR

(http://crdd.osdd.net/raghava/cancerdr/) [53]
The CancerDR provides comprehensive information of 148

anti-cancer drugs, and their pharmacological profiling across
952 cancer cell lines. Comprehensive information of all the 116
drug targets has been provided, such as 1356 unique mutations
in the cancer cell lines and the information of gene ontology,
pathways, phylogeny about the drug targets. CancerDR makes
full use of the information of mutations in drug targets to pro-
vide effective personalized cancer therapies and will be useful
for identification of genes encoding drug targets based on gen-
etic alterations as well as the residual resistance.

BindingDB

(http://www.bindingdb.org/bind) [54]
The BindingDB is a binding database, which holds 1 132 739

experimentally determined protein–ligand binding affinities

among 489 416 small molecule ligands and 7020 protein targets.
It has become one of the most extensive public databases of
protein–ligand binding affinities.

ZINC

(http://zinc.docking.org) [55]
ZINC is the largest database for ligand discovery, which is es-

pecially important for those investigators seeking chemical
matter for their biological targets. ZINC contains >20 million
commercially available compounds for ligand discovery and vir-
tual screening and allows known compound to be looked up by
the target they bind.

canSAR

(https://cansar.icr.ac.uk) [56]
With the growing publicly available biological data, such as

biological annotations, chemical screening, RNA interference
screening, expression, amplification and 3D structural, canSAR
is developed to integrate these data sets to facilitate cancer re-
search and drug discovery in a more comprehensive view of
relevant data from various sources. canSAR is one of the largest
freely available integrated resource, which enables users to ob-
tain information in a more efficient way.

PDSP

(http://pdsp.med.unc.edu) [57]
The Psychoactive Drug Screening Program (PDSP) could

screen the compounds that have previous reports of pharmaco-
logical, biochemical or behavioral activities. The program is
mainly used for the identification of novel targets (genes or
molecules) for clinical research or treatment of mental
disorders.

DCDB

(http://www.cls.zju.edu.cn/dcdb/) [58]
DCDB (Drug Combination Database) is a database offering in-

formation about drug combinations developed by researchers
from Zhejiang University. It is the first database devoted to the
research and development of drug combinations. Its current
version comprises 1363 approved or investigational drug com-
binations, including 237 unsuccessful drug combinations,
involving 904 individual drugs, from >6000 references. DCDB
summarizes patterns of beneficial drug interactions and pro-
vides a basis for theoretical modeling and simulation of drug
interactions. The drug combinations in the database are manu-
ally collected from PubMed and the US FDA Orange-Book [59].
The information about drugs and their targets are manually
annotated based on the literature and relevant databases such
as Drugbank [41], PubChem, UniProt and Drugs.com. The web
interface of DCDB allows search by drug name, drug combin-
ation, disease and drug target, respectively. In addition, drugs
can also be searched by chemical similarity. For each drug com-
bination in DCDB, its intended activity, indication, potential
interaction mechanisms, classification, status, related refer-
ences and a number of external links are available.

ASDCD

(http://asdcd.amss.ac.cn/) [60]
Owing to the resistance of existing antifungal drugs and the

limitation of available new drugs, it is urgent to develop new
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antifungal synergistic drug combinations. Considering the ever-
growing demand for effective antifungal drugs, Chen et al. de-
veloped ASDCD, which is the first DCDB devoted to antifungal
drug research, aiming to facilitate drug combination analysis
and new antifungal drug development. Its current version in-
cludes 210 antifungal drug combinations and 1225 drug–target
interactions involving 105 individual drugs from >12 000
references.

DINIES

(http://www.genome.jp/tools/dinies/) [61]
Drug–target interaction network inference engine based on

supervised analysis, DINIES, is a web server to infer potential
drug–target interaction network. DINIES can accept flexible in-
put data, such as chemical structure, side effects, amino acid
and protein domains. Furthermore, each data set will be trans-
formed into a kernel similarity, and various state-of-the-art ma-
chine learning methods will be used to realize the drug–target
interactions prediction.

SuperPred

(http://prediction.charite.de/) [62]
SuperPred is web server for predicting the Anatomical

Therapeutic Chemical (ATC) code and targets of small mol-
ecules. In SuperPred, the ATC code prediction is based on the
similarity search pipeline, which integrated 2D, fragment and
3D similarity. Drug target prediction is based on the similarity
distribution, which can estimate individual thresholds and
probabilities for a specific target by four input options, including
searching the compound’s name in PubChem database, creating
compound’s structure by SMILES, drawing the structure using
ChemDoodle editor and uploading the molecule’s file,
respectively.

SwissTargetPrediction

(http://www.swisstargetprediction.ch/) [63]
SwissTargetPrediction is a web server to infer the targets of

bioactive small molecules based on the combination of 2D and
3D similarity values with known ligands. Besides, it can provide
the predicting results by five different organisms, including
Homo sapiens, Mus musculus, Rattus norvegicus, Bos taurus and
Equus caballus.

Computational models

Nowadays, although high-throughput screening and other bio-
logical assays are becoming available, experimental methods
for drug–target interaction prediction remain extremely chal-
lenging and time-consuming [39, 40, 64]. Therefore, it is import-
ant to develop new effective non-experimental method to infer
drug–target associations. Molecular docking has been widely
applied to virtually screen the compounds against target pro-
teins when 3D structure of compounds are available [65–67].
However, the 3D structures of the majority of drugs are difficult
to be obtained; thus, this important limitation has limited the
wide use of molecular docking on a large scale. Nowadays, a
number of computational models have been developed to ad-
dress the drug-target prediction problem. In this review, these
models have been divided into three main categories, including
network-based model, machine learning-based model and
other models.

Network-based model

Recently, various network-based methods have been proposed.
Network has become an effective tool to predict underlying
drug–target associations.

MTOI
Yang et al. [13] developed a computational algorithm to infer poten-
tial drug targets by systematically analyzing the transformation be-
tween the disease state and the desired state in a disease network.
The aim of MTOI is to find multiple target optimal intervention
(MTOI) solutions that give the best disease state transformation.
Therefore, the output of MTOI includes not only plenty of potential
drug–target interactions, but also optimal combinatorial interven-
tion solutions. The method was applied to an inflammation-
related network—the arachidonic acid (AA) metabolic network
(AAnetwork) for the identification of optimal multi-target anti-
inflammatory intervention solutions. Particularly in stage 2, Monte
Carlo-simulated annealing was performed to find the desired state,
and the objective function was defined as follows:

����� CT;net

CT;disease

� �
LTB4

�0:1

�����þ
����� CT;net

CT;disease

� �
PGE2

�0:1

�����þ
�����

CT;PGI2

CT;TXA2

� �
net

CT;PGI2

CT;TXA2

� �
disease

�1

�����

where CT;net and CT;disease were the 1 h cumulative production of
the metabolite in the present network and disease states,
respectively.

Drug side-effect similarity-based method
Campillos et al. [68] proposed a method by using drug side-effect
similarity to identify whether two drugs interact with the same
target. In this article, the author proposed a sigmoid function
(P2D) that modeled the probability of sharing the same target
based on chemical similarity information (2D Tanimoto coeffi-
cient) and a linear function (PSE) that modeled the probability of
sharing the same target depending on the side-effect similarity
measure, respectively.

P2D yð Þ ¼ 1þ e

B� y
A

0
@

1
A
�1

ðA ¼ 6:19; B ¼ 0:68Þ

PSE xð Þ ¼ A � xþ B ðA ¼ �0:084; B ¼ 0:047Þ

P2D and PSE are the probability of sharing the same target as a
function of chemical similarity and side-effect similarity for all
the drug pairs, respectively. A and B are parameters of the func-
tion. Therefore, a drug side-effect network has been constructed
with 1018 drug side-effect relations and 746 marketed drugs.
This method required the detailed information of drug side ef-
fects. Therefore, it can be only applied to marketed drugs that
have package inserts to demonstrate their side effects. This im-
portant limitation has seriously limited its wide application.

NRWRH
Based on the assumption that similar drugs often interact with
similar target proteins and the integration of drug–drug similar-
ity network, protein–protein similarity network and known
drug–target interaction networks into a heterogeneous network,
Chen et al. [10] developed an effective model of Network-based
Random Walk with Restart on the Heterogeneous network
(NRWRH) to predict potential drug–target interactions by imple-
menting random walk on the heterogeneous network (Figure 1).
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NRWRH makes full use of the network tool for data integration
and drug–target interactions prediction, which is different from
traditional random walk with restart. Here, random walk is im-
plemented on the heterogeneous network, which consists of
three different networks, i.e. drug–target interactions network,
drug chemical structure similarity network and target protein se-
quence similarity network. There, even if the investigated drug
has no known target, potential target of this given drug can still
be predicted based on known targets of drugs, which are similar
to this given drug. In NRWRH, the transition matrix on the het-
erogeneous network could be defined as

M ¼
MTT MTD

MDT MDD

" #

where MTT and MDD are intertransition matrix indicating the
probability from one target (drug) to other target (drug) in the
random walk, respectively; MTDis the transition matrix from tar-
get network to drug network, and MDT is the transition matrix
from drug network to target network. These four transition
matrices could be further defined based on drug similarity net-
work, target similarity network and known drug–target inter-
action network. Finally, random walk could be implemented
based on the following iteration equations, and the probability
of finding the random walker at node i at step t can be decided.

ptþ1 ¼ 1� rð ÞMTpt þ rp0

Here, the parameter r is the restart probability. NRWRH was
applied to four classes of important drug–target interaction data
sets (enzymes, ion channels, GPCRs and nuclear receptors), and

significant performance improvement has been demonstrated
in the terms of both cross validation and case studies.

DBSI, TBSI and NBI
Cheng et al. [69] developed three supervised inference models to
predict drug–target interactions, namely, drug-based similarity
inference (DBSI), target-based similarity inference (TBSI) and
network-based inference (NBI) (Figure 2). For the DBSI, the score
to predict the association between di and tj is defined as follows:

vD
ij ¼

Xn

l¼1;l 6¼i
Sc di;dlð ÞailXn

l¼1;l 6¼i
Sc di;dlð Þ

where Sc di;dlð Þ is 2D chemical similarity between drugs di and
dl calculated by SIMCOMP [70], and aij ¼ 1 if drugs di and target tj

have been linked in known drug–target interaction network. For
the TBSI, the score to predict the association between di and tj is
defined as follows:

vT
ij ¼

Xn

l¼1;l 6¼i
Sg tj; tl
� �

ajlXn

l¼1;l 6¼i
Sg tj; tl
� �

where Sg tj; tl
� �

is the genomic sequence similarity between tar-
gets tj and tl calculated based on normalized Smith–Waterman
Score [71]. For the NBI, the final resource (score) f(i) of drug di

after two-step diffusion is defined as follows:

f ið Þ ¼
Xm
l¼1

ail

k t1ð Þ
Xn

o¼1

aolf0 oð Þ
k doð Þ

Figure 1. The basic idea of predicting drug–target interaction by implementing random walk on the heterogeneous network consisting of known drug–target inter-

action network, drug similarity network and target similarity network.
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where f0 oð Þ ¼ aoj;o 2 1; 2; . . . ;nf g, k doð Þ ¼
Xm

s¼1
aos and k t1ð Þ ¼Xn

s¼1
asl denote the initial resource of drug d0, the number of

the targets that interact with do and the number of the drugs
that interact with t1, respectively. The difference among these
three models lies in the similarity adaptation. DBSI and TBSI
rely on chemical structural similarity and target sequence simi-
larity, respectively, whereas NBI is only based on drug–target bi-
partite network topology similarity. Cross validation
demonstrated that although NBI ignores drug chemical struc-
ture and target protein sequence information, it has shown the
best performance among all of these three methods. However,
NBI could not be applied to the new drugs without any known
target information in the training set.

Within scores and between scores
Shi et al. [72] presented an approach to predict drug–target inter-
actions by characterizing each drug–target pairs as a feature
vector composed of within scores and between scores. The
within score Cw

t tx;dy
� �

and between score Cb
t tx;dy
� �

in targets
view are defined as follows:

Cw
t tx;dy
� �

¼max St tx; ti
p

� �n o� �
; p ¼ 1; 2; . . . :;Ti

Cb
t tx;dy
� �

¼max St tx; ti~
q

� �n o� �
; q ¼ 1; 2; . . . :;T� Ti

where St tx; ti
p

� �
is the similarity between target tx and ti

p,
St tx; ti~

q

� �
is the similarity between target tx and ti~

q. The formulas
in drugs view are defined in the similar way as targets view.
The advantage of this method is that it treated all types of drug–
target pairs in a same form and the relationship between known
drug–target interactions, and unapproved drug–target pairs
could be investigated in the same visualized space.

Machine learning-based method

Nowadays, a number of machine learning-based methods have
been developed to identify associations between drugs and tar-
get proteins on a large scale. In this review, we mainly introduce
supervised learning method and semi-supervised learning
method. In most of learning-based methods, different types of
biological data sets have been integrated, such as drug chemical
structures, target protein sequences and known drug–target
interactions.

Supervised learning method
In the supervised learning method, drug–target pairs are labeled
as positive or negative samples according to whether the known
interaction between corresponding drug and target has been
confirmed. However, the selection of negative samples is a com-
mon problem of all the supervised learning methods owing to
the fact that we can not obtain drug–target pairs without inter-
actions. Published experimental literatures only reports suc-
cessful drug–target interactions obtained based on their
biological experiments. Therefore, the unknown drug–target
interactions have been regarded as negative samples in the
supervised learning methods for drug–target interactions pre-
diction. Inaccurate negative sample selection has largely influ-
enced the predictive accuracy.

Bipartite graph learning method
Yamanishi et al. [9] proposed a kernel regression-based method
to infer drug–target interactions by integrating the chemical
structure information of compounds, the sequence information
of target proteins and the topology of known drug–target inter-
actions network to investigate the four classes of drug–target
interactions in human, including enzymes, ion channels, GPCRs
and nuclear receptors (See Figure 3). A supervised learning
framework has been developed based on a bipartite graph,

Figure 2. The basic idea of three supervised inference models to predict drug–target interactions: DBSI, TBSI and NBI.
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which mapped drugs and targets in chemical space and gen-
omic space into a unified space called pharmacological space.
In this study, two models (fc and fg) could be learned based on a
variant of the kernel regression model to demonstrate the cor-
relation between the chemical space/genomic space and the
pharmacological feature space, respectively. For the new com-
pound cnew and new proteingnew, we can map them on the
pharmacological feature space based on these two models.

ucnew ¼
Xnc

i¼1

sc cnew; cið Þwci

ugnew ¼
Xng

j¼1

sg gnew; gið Þwgj

Where wci
and wgj

are the weight vector, sc(�,�) and sg(�,�) indicate
chemical structure similarity score and sequence similarity
score. In this pharmacological space, known drug–target pairs
that interact with each other are close, and drugs that have high
structure similarity tend to interact with similar targets, and
targets that have high sequence similarity tend to interact with
similar drugs. Then, potential drug–target interactions are pre-
dicted by calculating the closeness between drugs and targets.

BLM
Bleakley and Yamanishi [73] developed a new supervised learn-
ing method, Bipartite Local Model (BLM), for the prediction of
unknown drug–target interactions by transforming edge predic-
tion problems into binary classification problems (Figure 4).
Firstly, target proteins of a given drug are predicted based on

the sequence structure similarities between targets. Then, po-
tential associated drugs of a given target protein are predicted
based on the chemical similarity between drugs. Therefore, in-
dependent target-based and drug-based prediction results for
each putative drug–target interaction are obtained, respectively.
Finally, a definitive prediction for each interaction is obtained
based on the average of these two independent predictions.

Bipartite graph learning method by introducing the pharmacological
data
Under the assumption that pharmacological effect similarity is
more correlated with drug–target interactions compared with
chemical structure similarity, Yamanishi et al. [74] further pro-
posed a correlation-based model to infer the relationships of
unknown drug–target pairs based on chemical structure infor-
mation, genomic sequence information and pharmacological
effect information on a large scale (Figure 5). For any drug candi-
date compounds, the pharmacological effect similarity is
predicted from chemical structures of given compounds. Then,
the pharmacological effect similarity is introduced into the
supervised bipartite graph inference model [9] to identify
unknown drug–target interactions. The prediction score for new
compound y and protein z is defined as follows:

g y; zð Þ ¼
Xny

i¼1

Xnz

j¼1

aijSpharðyi;yÞSgenoðzj; zÞ

where sphar(�,�) and sgeno(�,�) are pharmacological similarity function
for compounds and sequence similarity function for proteins, ny

(nz) is the number of compounds (proteins) and aij is the

Figure 3. The basic idea of a kernel regression-based method developed based on a bipartite graph, which mapped drugs and targets in chemical space and genomic

space into a unified space called pharmacological space and integrated the chemical structure information of compounds, the sequence information of target proteins,

and the topology of known drug–target interactions network to investigate the drug–target interactions.
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parameters learned from the model. The originality of this method
is that it predicts potential pharmacological similarity for any drug
candidate compounds and further integrates chemical, genomic
and pharmacological information into a unified framework.

BLM-NII
Mei et al. [75] presented a new method named BLM-NII, which
integrated Neighbor-based Interaction-profile Inferring (NII)
and existing BLM model so that BLM model has been further ex-
tended to solve the limitation that it cannot predict the

interactions for new drug or target candidates. In the NLL
model, for a new drug di, the j-th dimension of its interaction
profile IdðiÞ is defined as follows:

Id
j ið Þ ¼

Xmd

h¼1

sihahj

where sih is the chemical similarity between drug di and dh, md

is the number of drugs and A is the adjacency matrix of known
drug–target interaction network (A i; jð Þ ¼ aij ¼ 1 if drug di and

Figure 4. The basic idea of a new supervised learning method, BLM, was developed to predict unknown drug–target interactions by transforming edge prediction prob-

lems into binary classification problems.

Figure 5. The basic procedure of a correlation-based model to infer the relationships of unknown drug–target pairs on a large scale, including the prediction of

pharmacological effect similarity from chemical structures and the introduction of pharmacological effect similarity into the supervised bipartite graph inference

model.
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target tj has known interaction). Furthermore, linear scale is im-
plemented by the following operation:

Id
j ið Þ ¼

Id
j ið Þ �minhId

h ið Þ
maxhId

h ið Þ �minhId
h ið Þ

Then, the model such as support vector machine or regularized
least squares could be used to learn a certain classifier. Therefore,
the model of drug di could be learned in the following way:

Mod
0

d ið Þ ¼ trainðSt; IdðiÞÞ

where St is target similarity matrix, which indicates the
observed data of targets, and IdðiÞ is considered to be label infor-
mation of each target to show whether the interaction exists be-
tween this target and investigated drug. Similarly, for the target
tj, we also could obtain its interaction profile ItðjÞ and could
learn the model for this target as follows:

Mod
0

t jð Þ ¼ trainðSd; ItðjÞÞ

where Sd is drug similarity matrix, which indicates the observed
data of drugs. Finally, the above NII strategy is integrated with
BLM framework. BLM-NII model can make the predictions for
new drug and target candidates and achieves good performance
for inferring interactions between drugs and four classes of tar-
gets, especially for nuclear receptors. The most significant im-
provement has obtained when data set contains many drugs/
targets with no known interactions.

RBM
Wang and Zeng [6] proposed the first learning method to predict
not only the binary interactions between drugs and targets but
also different types of interactions (i.e. how they interact with
each other) in the framework of restricted Boltzmann machines
(RBM) based on a multidimensional drug–target network
(Figure 6). This method cast the novel drug–target interaction
problem into a two-layer RBM model (hidden unit layer and vis-
ible unit layer) and there are no intra-layer connections in these
two layers. Furthermore, Contrastive Divergence (CD) algorithm
is applied to train RBM model and make predictions. It has been
demonstrated that multiple types of interactions integration
could significantly improve the prediction accuracy of previous
methods, which only used a single interaction type. One limita-
tion of this method is that the prediction results could be ob-
tained only based on the known drug–target interactions
network. Drug similarity and target protein similarity network
could not be introduced into this model.

Random forest
Based on the random forest (RF) learning algorithm, Cao et al.
[76] proposed a large-scale computational method to predict po-
tential drug–target interactions by integrating the information
of chemical properties (e.g. compound fingerprints or substruc-
tures), the information of biology properties (e.g. biomedical
and physicochemical properties of protein targets) and the
drug–target association network information. However, because
of the use of network features, this method cannot be applied to
identify new interactions for a drug or a target that does not
have any known drug–target interactions.

Two strategies for negative sample selection
As has been mentioned above, a common problem for super-
vised methods of drug–target interactions prediction is the lack

of a negative data set. To address this problem, Wang et al. [77]
proposed two strategies to help general machine learning
method better select the negative training samples. These two
strategies aim at increasing the prediction accuracy in cross-
validation and filtering out as many non-drug-target proteins as
possible, respectively. In the first strategy, the drug protein’s de-
viation is defined as follows:

n Xið Þ ¼
X

j

����� mean xj
� �

xij �mean xj
� �� �

var xj
� �P

mean xj
� �2

=var xj
� �� �

�����
Here, for the ith drug proteins, vectorXi ¼ xi1; xi2; . . . ; ximð Þ

represented m properties (attributes) of this protein, where xij

denoted the jth property’s value of the ith drug proteins.
Furthermore, xj ¼ x1j; x2j; . . . ; xnj

� �
denoted the vector of jth at-

tribute. In the author’s experiments, they chose the proteins
with n XiÞ > 0:42ð Þ as the negative samples because they found
the cumulative distribution indicated that n Xi�0:42ð Þ > 0:95.
As for the second strategy, the probability of each unknown pro-
tein i to be negative sample was defined as:

P Xi 2 NTð Þ ¼
n Xið Þ �mean npositive

� �� �2

X
i

n Xið Þ �mean npositive

� �� �2

In the author’s experiments, they supposed each protein
has a probability of 0.5 to be considered as the negative sample.
Therefore, for the 3834 proteins in the test data set, they ob-
tained 1917 proteins to function as a negative data set.

Semi-supervised learning method
To face the challenge of negative samples selection problem,
some semi-supervised methods were presented in which both
few labeled data and many unlabeled data are integrated to
make the prediction.

NetLapRLS
Xia et al. [78] developed a semi-supervised learning method,
NetLapRLS, which combines chemical space, genomic space as
well as known drug–protein interaction network information
into a heterogeneous biological space to predict potential drug–
target interactions (Figure 7). This manifold regularization
method uses labeled and unlabeled information instead of
using labeled data alone to realize better prediction results for
each chemical–protein pair. Firstly, the cost function of
NetLapRLS is defined as follows:

F�d ¼min J Fdð Þ ¼k Y� Fd k2
F þ b dTrace FT

dLdFd
� �

where k �kF is Frobenius norm, Trace is the trace of a matrix, Y is
the adjacency matrix of the known drug–target interaction net-
work and b d is the trade-off parameter in the drug space. Ld

could be obtained by implement Laplacian operation to normal-
ize the drug similar matrix Wd as follows:

Ld ¼ D�1=2
d ðDd �WdÞD�1=2

d

where Dd is defined such that Ddði; iÞ are the sum of the ith row
of drug similar matrix Wd. Then, we could obtain the solution of
this optimization problem:

F�d ¼Wd Wd þ b dLdWdð Þ�1Y
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Similarly, the cost function and its corresponding classifier
could be constructed in the target space as follows:

F�p ¼Wp Wp þ b pLpWp

� ��1
YT

where b p is the trade-off parameter in the target protein space,
and Lp could be obtained by implement Laplacian operation to
normalize the target similar matrix Wp. Therefore, two classi-
fiers have been constructed in the drug space and target space,
respectively. Final prediction results are obtained by imple-
menting a mean operation for the prediction result from drug
and target spaces.

Kron-RLS
In previous studies, plenty of machine learning models have
been developed for the drug–target interaction prediction mod-
els based on drug chemical structure and target genomic se-
quence similarity information. However, these traditional
models are developed based on on/off interaction data, which
do not reflect the real-life problem in practical cases of drug–
target interactions. In that case, most machine learning models
treated the drug–target interaction prediction as a binary classi-
fication problem [79]. Drug–target interaction is not a simple
binary on/off relationship. Pahikkala et al. [79] illustrated the ef-
fects of four factors that may improve the prediction perform-
ance of drug–target interaction prediction, including the
problem formulation, evaluation data set, evaluation procedure
and experimental setting. Especially, for the problem formula-
tion, more realistic prediction results should be obtained by for-
mulating the prediction problem as regression prediction,

rather than traditional binary classification. Therefore, they fur-
ther proposed the Kronecker RLS (Kron-RLS) model based on
quantitative bioactivity data for kinase inhibitors [such as the
dissociation constant (kd) or inhibition constant (ki) to reflect
the whole spectrum of interaction affinity between a ligand
molecule and a target molecule] to predict potential drug–target
interactions. The systematic mapping provides broader insights
into the interaction patterns between drug and targets. Given
training drug–target pairs input data xi and their real-valued
labels yi (interaction affinities), the prediction function could be
obtained by finding a minimizer of the following objective
function:

J fð Þ ¼
Xm
i¼1

yi � f ðxiÞð Þ2 þ k k f k2
k ; ðk > 0Þ

where k is the user-provided regularization parameter control-
ling the compromise between prediction error on the training
samples and the model complexity, k fkk is the norm of f meas-
ured in the Hilbert space, and k is a kernel function obtained
based on the drug chemical structure similarity and target pro-
tein sequence similarity, respectively.

Other methods

Chemical similarities
Based on the assumption that similar drugs tend to interact
with similar targets, Keiser et al. [80] predicted underlying inter-
actions between drugs and targets according to the chemical
similarities between drugs and ligand sets, which are known to

Figure 6. The flow chart of predicting drug–target interactions using RBM is shown here, including the construction of RBMs from a drug–target interaction network,

the train of RBM by CD algorithm and prediction implementation.
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modulate the function of a few kinds of protein receptors. This
method uses 2D structure similarities of ligands to infer a num-
ber of drug–target connections. Furthermore, 30 predicted inter-
actions were tested experimentally and 23 new drug–target
associations were confirmed. However, the available sequence
information of protein targets is not taken into consideration
here. Therefore, this method is limited to predict to the inter-
actions between known ligands and different protein families.

A two-step similarity-based method
Chen and Zeng [32] predicted target group of drugs using a
two-step similarity-based method, which integrated graph-
representation-based method and chemical-functional-group-
representation-based method. Firstly, drugs were encoded by
their corresponding graph representation. Five target groups
were denoted by C ¼ ½C1;C2;C3;C4;C5� to indicate ‘G Protein-
coupled Receptors’, ‘Cytokine Receptors’, ‘Nuclear Receptors’,
‘Ion Channels’ and ‘Enzymes’, respectively. The target groups of
any drug di can be described as

C dið Þ ¼ ci;1; ci;2; ci;3; ci;4; ci;5
	 
 T

where ci;j ¼ 1 if Cj is a target group of di, otherwise, ci;j ¼ 0.
Toward a query drug compound d, the possibility that Cj is a

target group of drug d was calculated by:

S1 d) Cj
� �

¼max Sg d;dið Þ � ci;j

where Sg is the drug similarity matrix based on graph represen-
tations. Then, a similarity score was obtained based on chem-
ical functional group representation for a query drug that does
not get the prediction for its candidate target groups in the first
step. Based on the assumption that compounds with the same
functional group tend to react in a similar way, authors selected
28 major functional groups and represented each drug d by a 28-
dimension vector F dð Þ ¼ ðg1; g2; � � � ; g28ÞT. Towards a query drug
compound d, the possibility that Cj is a target group of drug d
was further calculated by:

S2 d) Cj
� �

¼max Sf d;dið Þ � ci;j

Sf d;dið Þ ¼ F d1ð Þ � F d2ð Þ
k F d1ð Þ k � k F d2ð Þ k

;

where F d1ð Þ � F d2ð Þ is the dot product of two vectors F d1ð Þ and
F d2ð Þ, and k F d1ð Þ k and k F d2ð Þ k are the modulus of vector F d1ð Þ
and F d2ð Þ, respectively. Although these two kinds of representa-
tion methods were applied to encode query drugs, there are
also some query drugs that cannot obtain prediction results,

Figure 7. The flow chart of a semi-supervised learning method, NetLapRLS, which combines chemical space, genomic space as well as known drug–protein interaction

network information into a heterogeneous biological space to predict potential drug–target interactions based on labeled and unlabeled information instead of using

labeled data alone.
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such as the drug without any similarity at all to all the drugs in
training data set.

PMF
Cobanoglu et al. [81] developed a Probabilistic Matrix
Factorization (PMF)-based active learning methodology to pre-
dict drug–target interactions, which does not rely on chemical/
target similarity or external data collection. The method is
shown to group drugs according to their therapeutic effects in-
stead of their 3D structure similarity.

Discussion and conclusion

Identification of drug–target interactions is the important foun-
dation of drug discovery. In this article, databases and web ser-
vers involved in drug-target identification and drug discovery
are summarized. In addition, we mainly introduced some state-
of-the-art computational models for drug–target interactions
prediction, such as network-based models and machine learn-
ing-based models. Furthermore, we categorized machine learn-
ing-based model into supervised and semi-supervised model,
which has essential difference in the adoption of negative sam-
ples. Most of these models take advantages of different types of
biological data sets to implement prediction, but they only
could predict the binary relationships between drugs and target.
Wang and Zeng [6] successfully developed the first learning
method to predict the types of drug–target interactions in the
multidimensional network.

Network-based and machine learning-based models have
their advantages and disadvantages. The key advantage of most
of these approaches is that they are applicable to compounds
without known 3D structures. Furthermore, almost all the mod-
els can effectively predict novel drug–target interactions for
drugs, which have at least one known associated target pro-
teins. More importantly, some models could be further applied
to the new compounds without any known associated target
proteins by integrating drug similarity, target similarity and
known drug–target interactions.

As for the supervised machine learning method, it has im-
portant limitations as follows. Firstly, there are no experimental
validated non-drug–target interactions so that it is difficult to
select negative samples. Most of supervised learning method re-
gard the unknown drug–target interactions or randomly select
the unconfirmed drug–target pairs as negative samples, which
would largely influence the predictive accuracy of the method.
Secondly, two different classifiers from drug and target space
are constructed in some methods, such as BLM; hence, the final
result is the average of these two predictions, which will result
in biases. Although semi-supervised learning method
NetLapRLS makes use of the unlabeled information and over-
come the difficulty of selecting negative samples, it also has the
same limitation of classifier combination.

Nowadays, network has become an effective tool in potential
drug–target interaction identification and drug repurposing.
Focusing on the limitations of current network-based drug–
target interactions prediction models, the future direction of the
network-based drug discovery could be summarized as follows.
Firstly, more heterogeneous network about drugs and target
proteins should be integrated, such as drug chemical structure
similarity network, protein sequence similarity network, known
drug–target interaction networks, drug side-effect network,
metabolic network related to specific disease and target–protein
interaction network. Furthermore, new developed network-
based computational models should be implemented on this

heterogeneous network rather than the single network. In this
way, even if there is no known target protein for the investi-
gated drug, we still can obtain potential target of this drug based
on the known targets of drugs without high similarity with this
given drug. Then, the main limitation for almost all the net-
work-based approaches is they cannot implement prediction
for any drug–target pairs without known reachable paths in the
network. As what has been pointed out in the literature [72],
drug–target interaction network usually is composed of several
isolated subnetworks, and most of current network-based
methods cannot predict the interactions between the drug in
one subnetwork and the target in another. Furthermore, exist-
ing network-based models tends to bias to the targets with
more known associated drugs. Therefore, network tools should
be further developed to solve these two critical problems in the
future. Another future direction of network-based drug discov-
ery is adopting global network information to capture the po-
tential association between drugs and target proteins, whose
advantage over local network information-based models has
been demonstrated in many previous computational biology re-
search. Finally, we are entering the era of personalized medi-
cine and high-throughput genome sequencing, especially in
cancer studies. The ultimate goal of biology in the future is to
provide personalized treatment regimens for cancer patients,
and it is improper to use a single or several drug targets for all
the patients [82]. Therefore, the network approach should be
applied to discovery personalized drugs by integrating the
tumor clone-based network, cancer hallmark-based network
and sequencing technologies [82–84]. Wang et al. [83] have
described the models with hallmark-based network to study the
tumor clones and significantly accelerate the understanding of
tumor evolution and tumorigenesis. Using this important and
novel framework, they proposed many valuable drug discovery
strategies. More importantly, network-based models could be
constructed in this framework to solve many important prob-
lems as follows: (i) the prediction of personalized drug targets;
(ii) drug resistance prediction; (iii) personalized drug effect pre-
diction; (iv) personalized molecular signature identification for
therapeutic evaluation after cancer treatment; (v) personalized
cancer risk prediction for healthy individuals [83]. Successful
network-based models for these important problems would
have critical impact on timely diagnosis, personalized treat-
ment, prognosis and personalized prevention of cancer [83].

It is well known that the data set used in the drug–target
interactions prediction has great influences on the prediction
performance. Nowadays, these constructed prediction models
have shown their effectiveness in many network pharmacology
applications, such as identifying new therapeutic indication of
existing drugs and inferring potential synergistic drug combin-
ations based on predicted drug–target interactions. However,
they are often evaluated under overly simplified settings, and
almost all the traditional machine learning prediction models
treated the drug–target interaction prediction as a binary classi-
fication problem based on on/off interaction data, which do not
reflect the real-life problem in practical cases of drug–target
interactions. Pahikkala et al. [79] pointed out the following four
important facts, which should be taken into consideration into
the model development and evaluation because they can
strongly influence the prediction performance: (i) problem for-
mulation by more realistic regression formulation rather than
standard binary classification; (ii) model prediction based on
quantitative bioactivity data rather than on/off interaction data;
(iii) model validation based on simple or nested cross-
validation; (iv) model performance report based on different
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experimental setting to find out whether training and test sets
share common drugs and targets, only drugs or targets or
neither.

Specially, the quantitative data would make the prediction
results more accurate and provide broader insights into the
interaction patterns of the drugs and targets, while the binary
data sets usually ignore many important aspects of the drug–
target interactions, including their dose-dependence and quan-
titative affinities. Some of the recently published data have
involved information about the strength interaction binding
affinities, so it is possible to consider the interaction prediction
as a regression problem of the binding affinities rather than as a
classification problem of whether there is an interaction. For
example, Metz et al. (2011) [85] put forward to combine se-
quence-dependent and pharmacology-dependent networks in a
harmonious way and further constructed a comprehensive
kinome interaction network based on both sequence compari-
sons and multiple pharmacology parameters obtained from ac-
tivity profiling data. They successfully collected >150 000 kinase
inhibitory values of >3800 compounds tested against 172 differ-
ent protein kinases. Furthermore, a robust statistical analysis of
kinome profiling data was implemented. Davis et al. (2011) [86]
tested the interaction of 72 known kinase inhibitors against a
panel of 442 kinases assays covering >80% of the human cata-
lytic protein kinome, which provides a comprehensive data set
of kinase inhibitors across the kinome. These two large-scale
data sets for clinically relevant kinase inhibitors provided the
quantitative bioactivity spectra, including the kinase disassoci-
ation constant (Kd) and kinase inhibition constant (Ki) data sets.
These data sets based on biochemical selectivity assays pro-
vided broader insights into the interaction patterns of kinase in-
hibitors. It is well known that plenty of regression models have
been constructed and successfully applied to many important
practical applications, so it is anticipated that regression model
would play critical and important roles in the future drug–target
interactions prediction.

For most of the aforementioned computational models, pre-
diction performance is evaluated based on cross validation.
However, the recent study demonstrated that the performance
based on cross validation differences between in-sample and
out-of-sample interactions [87]. In that study, they further per-
formed experiments for protein–protein interactions prediction
based on seven state-of-the-art methods and observed that
the performance of each method differs significantly in differ-
ent test classes [87]. While the study mainly concerns evalu-
ation schemes for protein–protein interactions, the same
principles apply for all the pair-input computational prediction
problems. In our previous studies, we have developed the com-
putational model of Laplacian Regularized Least Squares for
LncRNA–Disease Association (LRLSLDA) to predict potential
lncRNA–disease associations and further applied this new valid-
ation framework to evaluate the performance of LRLSLDA [88].
As a result, LRLSLDA have obtained an excellent predictive per-
formance in different classes. Specially, for the drug–target
interactions prediction problems, the paired nature of inputs
leads to a natural partitioning of test pairs, and pair-input mod-
els may achieve significantly different predictive performances
for distinct test classes [87]. According to the evaluation meth-
ods proposed in this article, the test samples of target–drug as-
sociations could be classified into four distinct classes: C1 is
composed of the test samples sharing both drugs and targets
with the training samples; C2 is composed of the test samples
sharing only drugs with the training samples; C3 is composed of
the test samples sharing only targets with the training samples;

C4 is composed of the test samples sharing neither drugs nor
targets with the training samples. Therefore, for the drug–target
interaction prediction, it is important and necessary to report
cross validation performance for all the four independent test
classes.

Compared with other reviews such as [89], the research re-
sults covered in this article are more comprehensive. Sixteen
state-of-the-art computational methods for drug–target inter-
actions prediction have been included in this review and most
of which with their core formulas and the figures demonstrat-
ing theirs basic ideas or procedures. For example, the model of
Kron-RLS [79], which introduced a new research direction into
drug–target interaction prediction research, is hardly men-
tioned in previous reviews. Then, we have collected plenty of
databases and web servers. Furthermore, we made a discussion
about the strength interaction binding affinities, drug–target
interactions prediction based on regression rather than trad-
itional on/off classification and the new cross validation frame-
work, which would have a major impact on predictive research.
After previous excellent review presented by Ding et al. [89],
plenty of new computational models, databases, web servers
have emerged. For example, Pahikkala et al. [79] illustrated the
effects of four factors that may improve the prediction perform-
ance of drug–target interaction prediction, formulated the pre-
diction problem as regression prediction and further developed
the model of Kron-RLS based on quantitative bioactivity data
for kinase inhibitors. Furthermore, the first learning method to
predict not only the binary interactions between drugs and tar-
gets but also different types of interactions have been con-
structed in the framework of RBM based on a multidimensional
drug–target network [6]. Considering the common problem for
supervised models is the lack of negative samples, Wang et al.
[77] proposed two strategies to help general machine learning
method better select the negative training samples. Some new
computational models for traditional drug–target on/off inter-
actions also have been developed, such as the model of
RF, within-scores and between-scores, BLM-NII, a two-step
similarity-based method and PMF. Especially, the model of
BLM-NII could solve the limitation of BLM that it cannot predict
the interactions for new drug or target candidates by integrating
NII and existing BLM model. Besides, plenty of new databases
have been constructed, such as The IUPHAR/BPS Guide to
PHARMACOLOGY (the data of pharmacological, chemical, gen-
etic, functional and pathophysiological are included), CancerDR
(provide comprehensive information of anti-cancer drugs, and
their pharmacological profiling across 952 cancer cell lines) and
ASDCD (the first DCDB devoted to antifungal drug research,
aiming with antifungal drug combinations and drug–target
interactions). Furthermore, some previous databases have been
updated frequently, such as DrugBank (contain 7759 drug enti-
ties and 15 199 drug–target interactions), TTD (1755 biomarkers
for 365 disease conditions, and 210 drug scaffolds for 714 drugs,
and leads have been further added), and STITCH (the number of
high-confidence chemical–protein interactions in human has
increased by 45%). It is also worth noting that some easy-to-use
web servers have been constructed recently, such as DINIES,
SuperPred and SwissTargetPrediction.

Nowadays, a wide range of databases and web servers about
drug–target interactions have been built, providing a variety of
resources of drug space, target space, drug–target interaction
network, side-effect network and other related networks.
Therefore, making full use of different types of heterogeneous
data sources, the computational predictive models can realize
more accurate identification of new drug–target interactions.
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Ideally, to overcome the limitations of the supervised models,
both true-positive interactions and true-negative pairs should
be reported in the databases and web servers. Experimentally
measured negative samples would provide significant improve-
ment in the performance of prediction models. Furthermore, al-
though the source programs or software of some computational
models are available, it may be difficult to use, and more easy-
to-use web servers should be constructed in the future, which
would benefit biologists to experimentally confirmed predicted
drug–target interactions.

Key Points

• Developing effective computational models to predict
potential drug–target interactions from heterogeneous
biological data could benefit not only better under-
standing of the various interactions and biological
processes, but also novel drugs discovery and human
medicine improvement.

• Nowadays, a wide range of databases and web servers
about drug–target interactions have been built, provid-
ing a variety of resources of drug space, target space,
drug–target interaction network, side-effect network
and other related networks.

• Many computational methods have been developed to
predict potential drug–target interactions. Especially,
network-based models and machine learning-based
models have become the important and effective tools
in computational drug–target interaction identification.

• Network-based and machine learning-based models
for drug–target interaction prediction have their ad-
vantages and disadvantages.

• Making full use of different types of heterogeneous
data sources could benefit more effective identification
of new drug–target interactions based on computa-
tional models.
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